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1. INTRODUCTION

In the dynamic landscape of modern retail, technological advancement has become a driving force be-
hind increased operational efficiency, customer engagement, and data driven decision making [1]. One crucial
area that reflects this transformation is product merchandising, specifically the strategic arrangement of goods
on store shelves. Traditionally, this process was performed manually based on general visual aesthetics or sales
intuition. However, as competition has intensified and consumer behavior has become more complex, retailers
are increasingly turning to systematized approaches like planogram design to optimize product placement [2].
Planogram systems offer a structured blueprint for product display that aims to enhance visibility, drive sales,
and maximize the use of available shelf space. While these systems have introduced significant improvements
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in merchandising strategy, their effectiveness is frequently undermined by human error during execution on the
store floor [3]. Issues such as incorrect product positioning, overlooking specific SKUs, or simple misinterpre-
tation of printed instructions result in suboptimal outcomes that deviate from the original plan, thus impacting
the intended marketing and operational goals. Moreover, correcting these errors post implementation often
requires additional time and labor, reducing overall efficiency [4, 5].

Recognizing the limitations of manual and post corrective methods, this study introduces a novel
approach that leverages the capabilities of Augmented Reality (AR), Technology to Provide real time visual
guidance during the product placement process [6]. The concept is rooted in the idea of proactive intervention,
where AR is used not merely as a monitoring tool but as an assistive medium that enhances human performance
at the point of action. By overlaying virtual instructions directly onto the real world shelf environment, store
staff can follow visual cues that guide them step by step in arranging products accurately and efficiently [7].
This solution was implemented using two types of AR platforms is a handheld device, which offers mobility
and familiarity, and a Head Mounted Display (HMD), which allows for immersive, hands free interaction. The
system was then evaluated through direct comparison with traditional paper based planogram methods to assess
differences in task performance, user comfort, and cognitive load [8]. Through this comparative evaluation, the
study not only seeks to determine which method offers the highest level of effectiveness but also explores
the adaptability of AR technologies in real world retail settings, especially for personnel with varying levels
of experience in using digital tools. The intention is to bridge the gap between complex system design and
practical usability in store environments [9].

Beyond its technical and operational dimensions, this research also speaks directly to the broader
narrative of sustainable development and responsible innovation [10]. It aligns with Sustainable Development
Goal 8 by promoting decent work through the introduction of supportive digital infrastructure that enables
workers to perform their tasks more accurately, with reduced mental and physical strain. Rather than replacing
human roles, the proposed AR system empowers workers with tools that enhance their capabilities, fostering a
work environment that is both productive and human centered [11]. At the same time, the project contributes
to Sustainable Development Goal 9 by advocating for innovation within industry practices and encouraging the
adoption of smart technologies that improve infrastructure without requiring excessive investment. The use of
widely available, consumer grade devices ensures that the system can be scaled across various store formats
without significant disruption or cost [12]. This democratization of technology allows even small and medium
enterprises to benefit from innovation, supporting equitable economic growth. Furthermore, the shift from
reactive correction to proactive guidance embodies a more sustainable operational philosophy, reducing waste
in terms of time, effort, and potential lost sales. As the retail sector continues to evolve, embracing intelligent
and accessible technologies like AR not only offers a competitive advantage but also plays a crucial role in
building more resilient, inclusive, and future ready industries [13].

2. LITERATURE REVIEW
This section provides an overview of the technologies and methodologies related to Augmented Real-
ity (AR), focusing on its use in guidance systems and how such systems are evaluated in user studies [14].

2.1. AR Systems

Augmented Reality is a technology that superimposes digital content into the real world through de-
vices capable of perceiving physical surroundings [15]. This is achieved by combining visual data captured
from the environment with virtual elements generated by the system. To accurately place virtual objects within
real environments, AR systems rely on techniques that map and understand the spatial layout of rooms and ob-
jects, a process often referred to as Simultaneous Localization and Mapping (SLAM) [16]. SLAM helps create
spatial maps based on device movement and environmental features. In addition to SLAM, a more accessible
and widely used method is based on fiducial markers [17]. These markers are designed to be detected by a
camera and provide spatial orientation by encoding position and rotation data. Marker based systems, such as
those using square coded patterns, allow for precise overlay of 3D objects in relation to the real world view cap-
tured by the device camera [18]. These systems often require camera calibration to achieve optimal accuracy,
especially when intrinsic camera parameters are not readily available. Marker detection systems are commonly
implemented using computer vision libraries that support robust tracking even in low light or partially obscured
conditions [19, 20].
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2.2. Guidance Systems and User Interaction

One of the most promising applications of AR is in the development of guidance systems, particularly
for assembly tasks or step by step instructional procedures. These systems have shown effectiveness in improv-
ing task performance by reducing errors and enhancing user understanding [21]. AR based guidance can be
implemented through various devices, such as Head Mounted Displays (HMDs) or handheld tablets and smart-
phones. HMDs provide an immersive experience by placing digital overlays directly into the user’s field of
vision, while handheld devices offer portability and intuitive interaction through touchscreens [22]. There are
two types of HMDs commonly used: optical see through, which uses transparent displays to blend virtual ob-
jects into the real world, and video see through, which captures the environment through a camera and merges
it with digital content. Each type offers different advantages in terms of realism, interaction, and comfort [23].
Studies have shown that AR can be effectively used in both industrial and non industrial assembly scenarios,
such as constructing furniture or assembling modular components like building blocks. These systems may
include interactive 3D models, animated instructions, and spatial indicators to guide users in real time [24].
In some configurations, AR systems are enhanced by gesture control or voice commands, offering hands free
operation that improves user experience. The interaction design also varies depending on the device used. For
handheld AR, interactions are typically executed via touchscreen buttons that control navigation between steps,
update visual instructions, or display contextual information relevant to the task [25].

2.3. System Evaluation

To measure the effectiveness of AR guidance systems, both quantitative and qualitative evaluations
are commonly conducted. Quantitative evaluation often includes task performance metrics such as completion
time and error rates [26]. In addition, cognitive load assessments are used to determine how mentally and
physically demanding a system is for users. One standard tool for this is a workload index that measures six
categories including mental demand, physical demand, temporal demand, effort, perceived performance, and
frustration [27]. These categories are typically evaluated using rating scales that reflect the user’s perception
after completing a task. Qualitative data is usually collected through post task questionnaires that inquire about
user preferences, perceived ease of use, and any difficulties experienced during interaction. Demographic
information such as age, prior experience with AR, or familiarity with similar tasks is also recorded to provide
context to the findings [28]. Comparing different modalities, such as paper based instructions versus AR based
systems, helps reveal not only which method offers better performance but also which one is preferred by users
in practical scenarios. These evaluations contribute to understanding the usability and potential of AR as a
support tool in guided operations, offering insights into how such systems can be refined and scaled for broader
applications [29].

3.  RESEARCH METHOD
This section presents the design and implementation of this work’s methods. It explains more about
AR applications with different designs for each device and details the evaluation used for this work [30].

3.1. System Design

The overall design is based on three essential components for this system: user device, 3D ob-
jects,mand placement area. For handheld AR, using the “ArUco” fiducial marker system, the marker will
represent the location placement area and must be visible in the device’s camera. HMD AR will use the de-
vice’s features to understand real world rooms and position virtual objects [31].

Device’s Screen Device’s Screen
Location
User” Marker Product Placement User Point Product Placement
se.r $ 3D Object Area Ser B 3D Object Area
Device Device

Figure 1. Illustration of the system for two types of AR devices: Handheld and wearable
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As illustrated in Figure 1, the system starts by finding a suitable place to create 3D objects. Handheld
and HMD devices handle this process differently, as illustrated in Figure 1, but both will begin under the user’s
input. If the process is in order and the user presses the “Start” button, the system will create translucent 3D
objects over the set location on one of the partitions of the shelves [32]. These objects are representations of
random procedural planograms as a guide for users to place products in the form of a stack of products, but
these objects only show one of them on each step [33].

Additional information and interactable virtual buttons will be different on each device to use its
strengths [34]. Users then try to place products inside 3D objects as closely as possible, and they need to be
finished correctly before moving into the following stack [35]. Since the system doesn’t have automatic cor-
rection, evaluators must watch the user’s process, warn them when the error occurs upon placing products, and
instruct them to fix the problem. These errors have specific conditions that must be met as critical. Otherwise,
any other minor issues will not count, and the user will not be stopped [27]. When users place the current stack
correctly, they press the virtual button to show the following stack and hide the current stack. Another virtual
button functions to return to the previous stack and hide the current stack whenever users are caught having
an error on the last stack but accidentally go to the following stack [36]. These steps will be repeated until all
stacks are finished, thus ending the system. The system will show users that it has been finished afterward and
its completion time. For evaluation purposes, the system will also have a restart function to make the system
back from the start [37].

SYSTEM USER

Determine location of 3D
objects

Press "Start” button

Create 3D objects into its
location

Place products according to the
form and location of shown virtual 21
stack

1 virtual stack of products
shown

Show the next virtual stack
of products

Press "Next" button Press "Back" button

Show the previous stack of ¥
products bl

Figure 2. System Flow of the AR Application
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As shown in Figure 2, the AR system guides users through the product placement process by display-
ing virtual product stacks step by step. The system determines the location of 3D objects, shows each stack
sequentially, and allows returning to the previous stack if needed. The user starts the process, places products
based on the displayed virtual reference, and uses the Next or Back buttons to confirm or correct placements.
This flow ensures real time guidance while allowing users to adjust mistakes without restarting the entire task.

3.2. System Flow of the AR Application

The device for handheld system is Samsung Galaxy Tab S7 among other devices available. Upon
further testing, it has been concluded that the device is big enough to detect markers while having 3D objects
visible and small enough to be comfortable for holding with either hand. This application was made with the
help from “OpenCV for Unity” extension’s built in marker detection based on “ArUco” by [38, 39]. With
handheld, based on few references [40, 41], users will interact the system with virtual buttons on the screen.

Figure 3. Different Sequences of AR System for Handheld

As illustrated in Figure 3, the system shows many sequences: when the system starts, when the user
starts to place products, and when the system is finished. On the first part, users must find one or both of
markers set up on the shelves, Reference source not found. using the device’s camera. When the system detects
them, the button to start the system will be interactable [42, 43]. When users are ready, they should press the
interactable button, and the next screen will be available. On the second part, the system will show necessary
information (such as the quantity of the products, name of products, and image of products) on the screen as
well as buttons to continue into next stack or previous stack of products [44]. Users can press those buttons by
touching inside an area of them on the screen. Users should rely on this additional information on the screen
alongside 3D objects on the shelves for its location and position [45]. Lastly, the screen will show the indication
that the system was finished as well as the completion time for the system as shown in the last part. The restart
button will be used by evaluator for restarting the whole system so that it can be used for the next user [46].
For the implementation, the system has been developed using Unity version 2022.3.49f1 and using “OpenCV
for Unity” extension to aid with the development of AR system for handheld. Both AR applications have been
built into each own device independently [47].

3.3. HMD AR System Implementation

The device for the HMD system is Meta Quest 3, one of the widely available mixed reality (MX)
headsets that allow people to see the world with a camera instead of a see through screen [48]. This device has
room scanning features for apps to understand the surrounding room and makes virtual objects interact with
the room more accurately. This data can be manipulated further by changing the size, position, and rotation of
each of the 3D objects representing the room and objects inside it according to the user’s preference [49]. For
this work, the 3D object representing shelves got leveled down to the height of the partition used for placing
products, as pictured in Figure 4.

In addition, Meta Quest 3 supports full passthrough mixed reality mode, enabling users to maintain
spatial awareness while interacting with virtual product stacks in real time. This feature minimizes disorien-
tation and allows users to clearly observe both the physical shelf and the overlaid 3D guidance elements si-
multaneously. The alignment process between the virtual shelf and the real world environment was performed
through spatial anchors, ensuring that the 3D placement cues remain consistent even when the user moves
around the workspace. Furthermore, gesture and controller based interactions were enabled to allow users
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to switch between product stacks, confirm placement steps, or adjust viewing angles without interrupting the
workflow. This integration results in a more natural and immersive product placement experience, improving
user adaptability and reducing cognitive load during task execution.

Figure 4. Quest 3’s room scanning edit for experiment purpose

As shown in Figure 5, three parts correspond to the system work like the handheld system. In the first
part, users can see a text box and an interactable virtual button on top of the shelves. When users are ready, they
should press the start button to start the system [50]. In the second part, users will see additional information
like the handheld system and two buttons to continue to the following stack and previous stack, respectively,
in the same place as the earlier part. The button for continuing to the following stack has a cooldown time
after pressing it to ensure that there will be no accidental press, as some internal testing has concluded that it is
necessary [51]. Still, it only applies to the last stack of products since users can return to the previous stack on
another order.

ﬁ Pocky Strawberry

L8 Jumiah: 5

silahkan tekan tombol di bawah
untuk memulai sister

semua produk telah

ditempatkan.

Waktu penyelesaian: 201.8591
Mulai Ulang

Figure 5. Quest 3’s room scanning edit for experiment purpose

All buttons are interactable using real hands, but those only affect the user’s pointing finger on both
hands. The consideration of using real hands as a virtual object interaction method proved to be the most
natural and most effortless for people to adapt through some internal testing [52]. When all stacks were placed,
the text box like handheld system, as shown in the last part, was in the same place as other previous parts. It
also had a similar restart button to the handheld system for the evaluator to restart it [53, 54].

3.4. Evaluation

Based on [55] with some modifications, all three scenarios: manual (paper), handheld AR, and HMD
AR, will be evaluated through qualitative and quantitative measures. The evaluation framework combines
task performance, error measurement, and cognitive workload assessment to ensure that both objective and
subjective dimensions of user experience are captured. For the manual scenario in particular, the planogram
format was designed based on the work by previous research but extended with additional information such
as AR devices, so that participants can compare conventional and AR based approaches more directly, as il-
lustrated in Figure 6. Quantitative evaluation includes recording completion time for product placement tasks
and categorizing errors into product misplacement and location errors, while qualitative evaluation involves
post test questionnaires to capture user perception, ease of use, and preference ranking. In addition, cognitive
load is measured using a modified RTLX questionnaire to evaluate mental demand, physical demand, temporal
demand, effort, perceived performance, and frustration levels after each scenario. This combination of mea-
sures ensures a comprehensive assessment that goes beyond efficiency alone, capturing how users adapt to AR
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interaction and how it compares with the traditional paper based planogram method.

1
Product arrangement

Quantity: 5 Quantity: 5 Quantity: 5 Quantity: 5 Quantity: 5

. Pocky Chocolate

. Pocky Almond

. Pocky Cookies & Cream
. Pretz Pizza

. Pretz Ayam BBQ

(S0 I

Figure 6. Example of planogram design for paper scenario

The products used for evaluation were based on real scenarios since users usually stack products of
the same type or similar in dimensions, as pictured in Figure 7. There were only two types of products for the
evaluation. Each had nine variants. For evaluation purposes, users always put five stacks of products and five
products on each stack.

For quantitative measures, the time completion was based on the total time the user finished the work
and the time needed to correct errors, since users must ensure everything is in order before continuing. For
error measurement, it was categorized into two types, namely wrong product and wrong placement location
(for example, when the arrangement was too far from the designated area). Placement error is counted when the
user is about to move on to the next stack of products. This work used RTLX for cognitive load measurement
with modified questions for each category in the local language for users. These questions will be given after
the user finishes with each scenario. For qualitative measures, post test questionnaires will be given to users
when they finish all the scenarios.
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These questionnaires were slightly modified versions of, as shown in Table 1, and additional informa-
tion such as age and gender.

Table 1. Post-Task Questionnaire for Evaluation
# Questions Answer Type
Q1 Was the amount of information
displayed/given appropriate?
Q2 Were the given placement
instructions difficult to understand?
Q3 Order of methods (scenarios)

Likert-type scale (1: lowest, 7: highest)

Likert-type scale (1: lowest, 7: highest)

. Ordered List
according to preference.
Q4 What were the main Descrintive
difficulties in the experiment? P
Q5 After the experiment, o
I had symptoms of. . . Descriptive
Q6 Any suggestions you . Descriptive
consider relevant to experiment?
Q7 Any additional comments Descriptive

you may consider relevant?

This work assigned 11 total participants as users for evaluation, and all of them were experienced in
product placement and had never worn HMD before, with only one female among them. Participants were 31
on average, 19 years old at youngest and 47 years old at oldest. These participants were separated into groups,
each for a session at a different time from the others, and each group had a maximum of 4 participants. These
participants will work in the same room with the setup pictured in Figure 8. The room has enough light for the
handheld AR’s marker system to work consistently. Participants will place products from the starting box on
the right side of the shelves.

To ensure consistency and fairness across trials, all participants were provided with identical initial
instructions by the evaluator before the experiment began. The grouping strategy also minimized external
influence, as no participant from one group had contact with those from another session prior to their turn.
The room setting, as shown in the figure, was deliberately designed to replicate a realistic small scale retail
environment, while maintaining controlled lighting conditions to avoid marker detection failure. The placement
task was structured so that every participant interacted with the same product categories, ensuring comparability
in results. Furthermore, the evaluator remained present during each session, observing both the interaction with
the devices and the physical process of placing products, while ensuring that participants followed the same
procedural steps in every scenario.
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All the participants were given instructions to work on the current scenario together before they
worked on the evaluation individually in order afterward before continuing into the following scenario. This
process will be repeated for each scenario until all are finished. The scenario order was as follows: manual,
handheld, and HMD. To minimize the effect of learning by each participant, every scenario and participant
will be given randomized product arrangements inside the starting box, a randomly generated planogram for
AR devices, and different planogram paper for the manual scenarios. There were enough planogram papers
for each of the participants. An evaluator monitored each participant with slightly different approaches to each
scenario. For the manual scenario, the evaluator had to use a stopwatch that starts with participants picking up
the paper until the participants finished placing the last stack of products correctly. For handheld AR scenarios,
evaluators should try to watch the device’s screen to judge if their placements were correct. The HMD AR
scenario had a similar approach to handheld AR, but since the screens were inside HMD, screencasting was
needed to see what HMD was looking at. Evaluators should watch the screencasts from other devices while
monitoring participants directly. For both AR devices, time completion was recorded in the device. Therefore,
the evaluator did not need an external stopwatch to track their completion time.

4. RESULT AND DISCUSSION

This section presents analyzed and processed results from conducting an evaluation using references
that were used for research from [1], which was based on Exploratory Data Analysis (EDA) from [56], ANOVA
from [57], nonparametric tests from Gibbons and Chakraborti, and Multivariate Analysis [58]. This combina-
tion of statistical techniques was chosen to ensure that both parametric and nonparametric aspects of the data
could be properly assessed, and that the interpretation of findings would remain robust across different method-
ological perspectives.

4.1. Task Performance

The average completion times for manual, handheld AR, and HMD AR are 75.43s, 108.87s, and
103.02, respectively, with data representation as box plots illustrated in Figure 9. These values demonstrate
clear performance gaps between methods, with manual consistently outperforming AR based approaches in
terms of efficiency. The equality of three medians was tested with a nonparametric ANOVA using the Fried-
man test because the data normality was tested using the Shapiro Wilk method, proving that the data was not
normally distributed. The Friedman test for completion time rejected the null hypothesis (p-value < 0.001),
indicating significant differences between scenarios. These results suggest that although AR systems provide
interactive guidance, they still require additional time for participants to adapt and operate, particularly for
handheld devices where physical handling and screen interaction may add complexity compared to the direct-
ness of paper instructions.

150

100

50

o : : i
Manual Handhald HMD

Figure 9. Box Plot of Completion Time in Seconds

The number of errors made by participants consisted of two product errors and three placement errors,
and their contingency with the scenarios is shown in Table 2. Fisher Freeman Halton’s exact (two-sided) test
could not be finalized with a chi-squared test because the contingency table did not meet the assumptions
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required for chi-squared analysis. Therefore, it was concluded that there were no correlations between errors
and scenarios.

Table 2. Contingency Table between Errors and Scenarios
Error/Scenario Manual Handheld HMD
Product 2 0 0
Placement 0 3 0

Table 2 illustrates that product errors occurred only in the manual scenario, while placement errors
appeared exclusively in the handheld scenario, with no errors recorded in the HMD condition.

4.2. Cognitive Load

RTLX, which consists of six categories mental demand, physical demand, temporal demand, effort,
performance, and frustration level was used for cognitive load measurement with a 10 point Likert type scale.
These results were compared across the three methods for each category. A nonparametric ANOVA using the
Friedman test was applied because all participants performed all scenarios and the RTLX data were ordinal.
Using a = 0.05, the analysis showed that mental demand, temporal demand, effort, and frustration exhibited
no significant differences between scenarios.

One of the categories that proved to have significant differences among scenarios was physical de-
mand (p-value = 0.027). Furthermore, on pairwise comparisons between each scenario, only the handheld
scenario had significant differences with HMD scenario (p-value = 0.02), as a comparison between handheld
with manual proved it had no significant differences (p-value = 0.058), as well as HMD with manual (p-value
= 1). Another category that had significant differences among scenarios was performance (p-value = 0.014).
Furthermore, on pairwise comparison between comparisons between each scenario, only the handheld sce-
nario had significant differences from the manual scenario (p-value = 0.003), as both comparisons between the
handheld scenario with the HMD scenario and the manual scenario with the HMD scenario proved to have no
significant differences with a p-value of 0.371 and 0.132 respectively.

4.3. Post-Test Preferences

Participants were given post test questionnaires after they finished up with all scenarios about opinions
concerning the evaluation and their preferences. Participants preferred manual scenario the most (7 people),
followed by AR using HMD (4 people). Based on the answers, the amount of information that was shown and
given by the system was very adequate (6.09 in mean) and the instructions that had been given by the evaluator
were easy enough to understand (1.64 in mean). Some participants made commentaries regarding evaluations,
one of them was the problem with using HMD device. One of the participants said that using HMD made them
dizzy, and some other participants said that the image was a little blurry, but not enough to make them dizzy.
For handheld AR, some of the participants voiced their discomfort while holding the device while trying to
place products because of how heavy the device was.

5. MANAGERIAL IMPLICATION

The findings of this study highlight that although manual methods remain the most efficient in terms
of task completion time, AR based approaches such as handheld and HMD devices offer additional value
for training, visualization, and long term innovation in merchandising. Managers should therefore evaluate
technology adoption not only based on speed, but also on the potential to improve employee learning, customer
engagement, and differentiation from competitors. In addition, the discomfort reported with handheld AR due
to device weight and the dizziness experienced by some participants when using HMD devices underline the
importance of considering ergonomics and user experience in managerial decisions. Retailers and technology
developers are encouraged to collaborate in order to optimize device usability, reduce physical strain, and
ensure that the integration of AR technologies does not hinder employee performance.

Finally, the study suggests that successful implementation of AR technologies in retail settings re-
quires a gradual and adaptive approach. Managers should begin with pilot projects on a small scale, contin-
uously collect user feedback, and iterate improvements before scaling up. This strategy will not only reduce
risks but also align technology adoption with organizational readiness, employee capability, and customer ex-
pectations.
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6. CONCLUSION

This work presents a comparison between conventional methods and AR devices as part of a user
study on product placement. The results from the evaluation proved that using the manual scenario is still
preferable to others in terms of efficiency and user acceptance. However, the findings also indicate that HMD
has better potential compared to handheld AR, suggesting that future development of AR based merchandising
solutions should prioritize immersive and ergonomic designs. Improvements for both AR implementations,
particularly handheld, are necessary to enhance stability, usability, and overall performance.

From a practical perspective, these results emphasize that managers and practitioners should carefully
consider the trade off between efficiency and innovation when adopting AR technologies. While manual ap-
proaches remain the most efficient, AR solutions provide added value in visualization, training, and long term
digital transformation strategies. Enhancing marker based systems, refining device ergonomics, and designing
interfaces that balance clarity with information density are promising directions for practical applications in
retail. Nevertheless, this research faced limitations, particularly in the number of participants. Due to time
constraints, the study involved only 11 participants, which may affect the generalizability of the findings.

Future research should involve a larger and more diverse sample of users to obtain stronger statistical
evidence and enable deeper comparative analysis between AR and manual approaches. In addition, further
studies could expand the evaluation scope by including longer product placement tasks, examining different AR
hardware, and exploring the cognitive and ergonomic impacts over extended usage. As AR technology rapidly
progresses, there will be more opportunities for stable, accurate, and user friendly implementations. Future
studies are encouraged to leverage these technological advancements to design more effective AR systems that
align with both employee needs and organizational goals, thereby advancing the role of AR in modern retail
environments.
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