The Impact of Artificial Intelligence in Smart City Air Purifier Systems
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Abstract

Dirty air or air pollution is one of the many natural problems that we face, the problem of harmful air pollution is very representative of a colony. If the air conditioner is not healthy so that it disturbs human health. Referring to the World Most Most Polluted Country Index, Indonesia is one of 10 countries where the air is unhealthy or polluted, requiring solutions to these natural problems. This paper aims to find solutions and minimize the impact of wider air pollution through air purification by utilizing the Artificial Intelligence mobility method, especially for outdoor areas. The problem with this system is that it provides clean air in a large area, for example, land, flats, offices, and so on, the majority of people will go out of the house and stay outside the house for a long time. Providing an intelligent sensor-based automatic drive is an advantage of this research because many air purifiers are related to the same purpose but are only explicitly made in a small room area. There are no mobility methods and no Artificial Intelligence system using the three main function formulation methods. The first formulation using "smart mobility" of the machine will be given high Artificial Intelligence. The second formulation is purification using an Arduino-based microprocessor, and the final formulation a human detector. After that, this system can be installed in residential areas and provides healthier air, referring to the structure of the formula "You Only Look Once" (YOLO). All systems will provide performance in that each function is integrated to explain the ease of this tool moves. If there is a low level of pollution, this tool will go to that place and vice versa. This tool works simultaneously, which filters air pollution & provides healthy air to humans (Artificial Intelligence). With this, the researchers tried to do several methodologies to solve air pollution outside the room and clean the dirty air to be suitable for breathing.
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1. Introduction

Introduction Industrial technology greatly influences significant changes from those that harm the natural environment such as industrial fumes or provides an ease in food
The problem that is quite concerning the environment is dirty air or air pollution. Almost all major cities in the world have been polluted with dirty air or air pollution, for example cities or large coverage areas in the State of Indonesia, Jakarta with a population point value of 114 to 89 points, Tangerang with points 79 to 104 and several major cities in Indonesia, even in India, Golden Temple got an index of 876 points. Referring to the World Health Organization (WHO) and NASA and waqi.info (air pollution checking sites) in the city area contain a lot of microscopic air pollutants that are not good for humans scattered in the atmosphere of the city, this environmental problem affects 8 million pneumonia and premature deaths per year. With so many victims and losses, this critical environmental problem requires solutions, both at national and international levels, and prioritizing solving the problem. As for some ways to solve this problem such as air cleaning indoors or in a small area and only for the purpose of providing air to the surrounding room alone cannot solve this large-scale environmental problem. This problem will only solve the initial cause of the problem rather than by solving a small number of problems that don’t even solve this problem at all. This research works on air purifiers and provides outdoor air. This air filter or purifier will work by supplying fresh and clean air in the outdoor or indoor area. There are several formulations in this system where the formulations are integrated with one another. The following functions or formulas that are integrated with each other:

1. To move from a place where pollution is not good to a place that is heavily polluted with heavy air.
2. To clean the air in that place.
3. To purify the air around pedestrians by moving around them.

From the above functions will work with the Reinforcement Learning concept along with Deep Q (Q-value) Network [1] [2], AI Deep-Learning, real-time object detection or YOLO (You Only Look Once) Algorithms, Arduino with this system called AMS (Autonomous Mobile System), using Reinforcement Learning for this system is able to overcome pollution air that is not only efficient but also effective. This research is largely related to in-depth study of the functions of the work system that is integrated with the main concept of research, namely Reinforcement Learning.

2. Research Method
2.1 Literature Review
By reading and researching research that had previously been made but could not be done effectively and the absence of a computational system, the previous researchers only made research that specialized in small or indoor areas. Researchers propose an air purifier system capable of recognizing AQI (Air Quality Index) in certain areas. Referring to the AQI (Air Quality Index) in low value areas, the air in the safe area, if the A Qi (Air Quality Index) value is high, the system will begin the process of cleaning the air as long as the AQI (Air Quality Index) value is high so the AQI (Air value) Quality Index) becomes low, if there is an area with high value (Air Quality Index) then the tool will move to an area with high value AQI (Air Quality Index) [3] [4]. During all processes, the YOLO algorithm helps this system to detect surrounding humans and initiates cleaning of dirty air and providing pure air so that some humans and living things around can utilize this system. The entire methodology with the whole system can overcome the problem of dirty air pollution and make clean air last longer not only in supplying healthy and good air but also very well from the standpoint of the currently patented technology of 4.0. The initial approach is chemistry using ozone corona, an ozone pre-changer that is no longer good or bad and a semiconductor filter that is powered by electricity. This system has a mechanism that is safety control that is safety security [5]. This cleaner is called AIP without having computing. Then some researchers used another method, namely by using gas to purify the air, this method has two (2) types, namely POU purifiers and based on welded Ni Pellets. And the next few years researchers will use the Negative Generator [6] [7]. For technology now all cleaning tools or air purifiers are effective and competent without using AI (Artificial Intelligence) and more researchers only focus on the Indoor scale. Then a few years later air purifiers appeared using the AHP method [8]. This air purifier system uses the BAP-1700 as a complement to air purifiers, after several systems applying electrical and chemical technology appear smart air purifiers as well as the latest emerging technologies with the application of IoT [9]. In 2016, an air purifier with an intelligent bio-tank with a monitoring and air control system in the indoor house appeared. With this system, this tool aims to improve air quality in small areas with the application of IoT [10]. After that the application of IoT air purifiers is mobility in a small area which comes with a breakthrough with the application of pedestrian detection [11]. The air purifiers studied by researchers are quite similar to this only our air purifiers are applied in large scale or outdoor areas and formulations with new technologies are deep-learning and Reinforcement Learning. This system is not only an air purifier but can be combined with other functions. To support this system, one of which is an intelligent air purifier with a sweeper that has been developed [12]. With the era of Deep-Learning and Reinforcement Learning to come, it will be efficient and can develop deeper Reinforcement Learning. Deep-Learning that is used in models provides quality advantages over other technologies. This approach makes it easy for the model to work in several ways that help the robot to analyze each action [13], [14], after which the robot will realize whether it has made a mistake in the system or not and then other actions. With this every action taken by a robot is an action that has been optimized and maximized.

1. The air purifier will move from a place where the air pollution value is low to a place where the air pollution value is high.
2. The device will purify and clean the air in a place with high pollution value.
3. Providing air and purifying the air around places that humans normally visit.

Combining several Deep-Learning approaches with the Deep Quality-Network approach is used to help the system to be able to implement systems that are mobility [15], [16]. The function of robots is to move from places with low pollution to areas of high pollution without getting hit by other objects. With this application the goal is to avoid objects around [17], when the robot moves around. Pedestrian or human tracking in the surrounding area is implemented by the YOLO (You Look Only Once) algorithm, helping robots to identify living things that tend to be around and cannot get too far away [18] [19], then air purification will work if there is a pedestrian or human passing through the area. Purification or cleaning of air using Arduino and this sensor together with all the above functions, the robot must display the value of air pollution in real-time by displaying the LED screen on the robot. Research similar
tools such as this "Wayu" does not apply AI to the system. In this study will be noted how to learn from errors and precision air cleaning using Reinforcement Learning [20] [21].

3. Findings
3.1 Problem
Air pollution is a serious environmental problem that is being experienced by humans with critical conditions. For the sake of making it easier to solve this problem a permanent solution is needed. There are already some effective solutions but only on a small-scale area or in an indoor space that cannot solve the problem adequately [22] [23]. Humans need to breathe good air outside the home, not only indoors, therefore this research was made. Not only outdoor air purifiers or large-scale smart sensing machines can control and control pollution in large open areas. The Procedure system consists of the latest technology in the field, namely the AI (Artificial Intelligence) system is different from some of the air purifiers that only work in the room [24] [25] [26]. By inputting the concepts of RL (Reinforcement Learning) and Deep-Learning using the YOLO Algorithm to be effective in the use of air filters. The system is supported by Arduino, it is this combination of the three formulations in the system that addresses the problem faster.

3.2 Research Implementation
3.2.1 Reinforcement Learning Robot for Obstacle Avoidance
a. DRL Concept (Deep Learning and Reinforcement Learning)
   Includes all network algorithms as a function of value. With 3 (three) problem resolutions, namely:
   - Experience Replay: This method applies memory as a reminder that is intended if there is an error in the system, with this method the application of real-time pad air population values is not used in this scope.
   - Reward Clipping: This method rewards clipping values on the DL (Deep Learning) system are changed by range [-1. +1]
   - Target Network: Add a New DQN (Deep Quality-Network) to the System.

   With this method to update the weights one of them is used to calculate the target value, in the whole process of Reinforcement Learning in applying Deep Network Neural. The environment or land, the apartment in which the robot will work as assessed in real-time by referring to the low AQI (Air Quality Index) value and high air pollution. Some countries can be a point in time.

   ![Diagram of Entire System](image)

   **Picture 2. Entire System**
3.2.2 Quality Learning (Q-Learning)

This section explains the basics of Quality Learning relating to Reinforcement Learning which aims to avoid object obstacles faced by robots.

a. Reinforcement Learning Artificial Neural Networks Architecture for Obstacles.

By explaining the Deep Q-Network in the previous section, the relationship that is related now is the problem of obstacle avoidance. Explained to the situation related to the previous problem, the robot must avoid objects in its path automatically without any uncertain conditions. Therefore, this study uses a Q-Learning approach to save all relations of action in this country, during the research the speed of all processes may be delayed due to the impact of noise to be added [27] [28] [29].

The main reason for this noise is initially and at any point during the update in the Deep Network Neural does not recognize the QQ system *, only known after the system implementation continues. To eliminate noise and increase efficiency, Replay Experience is used to record the robot's previous experience (memory experience) at each step of the tool transfer. With the generated token value Q, an Update will be performed. The following picture:

![Picture 3. Architectural about Reinforcement Learning for Obstacle Avoidance.](image)

b. Decision action and selection system

The action or decision making in Reinforcement Learning explains the action applied with the agent to be an optimal and effective action. This study explains the action space based on the Greedy algorithm, when Q (x, a) converges the value of Q, Optimal Q * (x, a) So the action generated through the equation is given below through greedy policy.

\[
a^* (x) = \arg \max_{a \in A} Q (x, a)
\]

When learning, agents must know to do various actions, one can choose one based on probability contribution, namely Boltzmann:

\[
p = (a|x) = \frac{e^{Q(x,a)} / T}{\sum e^{Q(x,b)}/T}
\]
Where, $T = \text{Probability of choosing, not greedy action.}$

During the Deep Learning process for greedy action, action selection will be processed and remembered as a **Replay Experience**.

c. Quality Learning Procedures

Algorithm 1: Reinforcement Learning for Obstacle Avoidance Algorithm based on Quality Learning (Q-Learning) method.

- Initiate = Artificial Neural Network (Nn).
- Starting system air purifier system.
- Real-time extract.
- Extract $Q,(x,a)$ for each action changing the status and real-time action to Nn (1).
- Search for the action of the given equation, $\text{Action} = \max (Q(x,a))$.
- The robot will move itself to get the status and real-time value of the AQI (Air Quality Index).
- If it fails, then there is a collision and reward clipping -1 and return to the beginning again.
- target $Q$ According to the equation: $(\text{Target } Q)(x,a) = g(x,a,y) + \max_{b\in a} Q(y,b)$

(Q is for Quality)

Repeat 3-8 (The robot can learn from error memory)

3.2.3 YOLO Algorithm

YOLO Algorithm is You Only Look Once Algorithms that apply neural networks or Network Neural, which are useful for detecting objects from shapes and objects by providing: YOLO algorithm in this study is used in several ways, namely:

a. YOLO algorithm in air purifiers system

- Helps detect passengers and other objects very efficiently.
- Once detected, the next goal is to avoid collisions on objects.
- After that YOLO was integrated with the concept of Reinforcement Learning.
- Once detected from YOLO the algorithm is used accurately and does not crash into other objects.

b. Introduction to Architectural Model

In this study the Yolo algorithm was updated and used to detect human or pedestrian using the YOLO Network Model, in this study the original YOLO network contained several layers, namely two (2) pass-throughs added, namely:

- Router Layer: Used to transfer pedestrian information from the specified layer.
- Reorg Layer: Used to identify feature maps. This is applied in the next report.

This method is related to pedestrian features with high resolution and low resolution. Deep Network to streamline Deep Learning as layer changes are also changed from 16 to 12 to modify and support network extracting information.

Algorithm 2: Human at Park detection algorithm based on the YOLO algorithm

1. First the whole picture is divided by two sides, is $n \times n$ which is (two side for picture frame)
IF (Human = In the garden or Park [Human detected each lattice work predicts 2 detection 'B'. Framework detection for each image on value = N x N x B.
2. For Each Box 'B', the predicted value is = (Confidence, W, X, H, Y where Y and X = Offsetting Prediction on Box (In Center) W, H = frame width for the entire image.
3. For Each, If. (The frame contains human detection. This predicts the conditional prob Pr(class | object))
4. Then, during the sensing detection, the probable prob X predicts B Confidence to get a Confidence Score of B for each detection box.

Formula (1): Pr is (class) is the probability if a human is found on the frame picture. If the IOU value is proportional to the accuracy of humans. The final result vector of each image is: equation: NxNxBx (frame) [confidence, W, Y, H, confidence].

3.2.4 Arduino For Purification
The dirty air filter applied in this study is based on research [30], [31]. After the air filter stops at the navigation point area due to an increase in the value of the AQI (Air Quality Index) in that area, it starts the filter, cleaning the air in that place. This cleaner uses a gas sensor and detects dirty air by applying a code to Arduino. Bad air will be considered as input to the sensor and then the output that results in the detection of dirty air in the air. When it works and displays the real-time AQI (Air Quality Index) of an area with a high AQI (Air Quality Index) value, the instrument will ring a special bell to inform that air pollution is dangerous and immediately start the system. Filtering devices and filters monitor air quality with multiple layers [32].

a. Monitor tools and air purifiers
The monitoring sections include temperature, humidity and gas. After each calculation the results will appear on the LCD display
- Gas sensor: Detects propane or gas content such as hydrogen, carbon, dangerous gas leaks
- Humidity and temperature sensor: DHT11 are implemented using a capacitive humidity sensor and thermostat to check the environment.
- Arduino: as a microcontroller-based LCD device and Atmega328, each has several analog and digital pins
- LCD Display: Liquid crystal functions to display temperature, humidity
- Indicators: LED Bulbs are used as bell indicators

b. Filter Section
During the cleaning process several filters are used to ensure good system performance to clean the air. Several filters used
- HEPA Filter: Is an air filter that effectively filters air and collects dust particles.
- UV Coating: This second layer is the UV layer, using UV lights through some assistance to eliminate mold, kill viruses and bacteria in the air.
- Silica Layer: This third layer is a silica layer used to help moisture in the air
- Activated Carbon Coating: The Fourth Layer used to reduce the chemistry of carbon dioxide in the air and some gases that are harmful to health. Its functions: 1) Take the aim, 2) dump it into several layers for air filtering.

4. Conclusion
With this the researchers conclude, environmental problems, especially dirty air
pollution that has been running for years - causing unstable weather and climate and causing the impact of critical health problems for all humans. This problem continues to be the demand of all humans and researchers in order to overcome this problem massively and permanently and effectively. This research formulates the Learning Machine and Smart Sensor, Self-driving (Automatic Machine), into this system. The purpose of research and manufacture of this system is to overcome air pollution in large indoor or indoor areas and areas of land where many people live, this tool can move - move from a place with a value of AQI (Air Quality Index) index less to a place with AQI value (The Air Quality Index) index is high based on the real-time index value of the AQI (Air Quality Index) and Smart Sensor on this system. By implementing Deep Learning, after that cleaning and filtering air using Arduino and by applying the YOLO system to this design, this system can detect pedestrians or pedestrians while providing good air for them. This is the way this design works and produces good air anywhere outside the room. This research and design was inspired by "Deep-Learning" which made this design better than the previous researchers' design. It does not only focus on "Deep-Mind" but also YOLO's algorithm to detect humans around and together with air purification carried out jointly by Arduino which provides a small sample of research on research. With this tool the researchers hope to build an automatic air purifier (self-driving) with high mobility that can purify and clean the air outside the room.
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